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Seizure Onset Detection Using Empirical Mode
Decomposition and Common Spatial Pattern

Chaosong Li, Weidong Zhou , Guoyang Liu, Yanli Zhang, Minxing Geng , Zhen Liu,
Shang Wang, and Wei Shang

Abstract— Automatic seizure onset detection plays an
important role in epilepsy diagnosis. In this paper, a novel
seizure onset detection method is proposed by combining
empirical mode decomposition (EMD) of long-term scalp
electroencephalogram (EEG) with common spatial pattern
(CSP). First, wavelet transform (WT) and EMD are employed
on EEG recordings respectively for filtering pre-processing
and time-frequency decomposition. Then CSP is applied
to reduce the dimension of multi-channel time-frequency
representation, and the variance is extracted as the only
feature. Afterwards, a support vector machine (SVM) group
consisting of ten SVMs is served as a robust classifier.
Finally, the post-processing is adopted to acquire a higher
recognition rate and reduce the false detection rate. The
results obtained from CHB-MIT database of 977 h scalp EEG
recordings reveal that the proposed system can achieve
a segment-based sensitivity of 97.34% with a specificity
of 97.50% and an event-based sensitivity of 98.47% with
a false detection rate of 0.63/h. This proposed detection
system was also validated on a clinical scalp EEG database
from the Second Hospital of Shandong University, and the
system yielded a sensitivity of 93.67% and a specificity of
96.06%. At the event-based level, a sensitivity of 99.39% and
a false detection rate of 0.64/h were obtained. Furthermore,
this work showed that the CSP spatial filter was helpful to
identify EEG channels involved in seizure onsets. These
satisfactory results indicate that the proposed system may
provide a reference for seizure onset detection in clinical
applications.
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I. INTRODUCTION

EPILEPSY is one of the most common neurological dis-
order that affects more than 60 million people world-

wide [1]. Electroencephalogram (EEG) records brain activities
and has the ability to provide valuable guidance for epilepsy
diagnosis [2]. Long-term EEG monitoring often lasts several
hours or days, so the interpretation of these raw EEG data can
become error-prone and time-consuming [3], [4]. Typically,
an 18-channel, 36-h digital recording produces approximately
1.20 GB of data, which is equivalent to over 20 thousand pages
of conventional paper EEG [5]. It is difficult to have enough
neurologists available to review all EEGs, and the problem
becomes worse as the number of channels increases [6], [7].
Additionally, the collected EEG signals always contain arti-
facts originating from various sources such as muscle activi-
ties, eye-blinks, and environment [8]. These artifacts greatly
hinder the visual inspection of EEG by experts [9]. Automatic
seizure onset detection, therefore, is highly in demand for
clinical application.

The great progress for automatic seizure onset detection
has been made in the past decades. Different EEG features
based on time domain [10], [11], frequency domain [12]–[14]
and nonlinear dynamics theory [15], [16] have been suc-
cessively proposed. The automatic seizure onset detection
system was first developed by Gotman [10] in 1980s. In his
work, EEG signals were decomposed into half waves, and the
peak amplitude, duration, slope, and sharpness were used as
features. Zhang and Chen [12] utilized local mean decom-
position (LMD) to obtain a series of product functions of
EEG, and employed the temporal statistical and non-linear
features based on time-frequency representation to character-
ize seizures. In the work of Kumar et al. [15], the fuzzy
approximate entropy of each sub-band of discrete wavelet
transform (DWT) was acquired as the feature to classify EEG
signals. More recently, many techniques utilizing machine
learning [17]–[19] were proposed to detect EEG signals.
Al Ghayab et al. [19] combined the information in frequency
domain, the information gain technique with a least square
support vector machine (LS-SVM) for epilepsy detection.

Common spatial pattern (CSP) was originally proposed by
Fukunaga [20] in 1974 and was applied to the field of EEG

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

https://orcid.org/0000-0001-9481-1696
https://orcid.org/0000-0001-5195-5024
https://orcid.org/0000-0002-8200-291X


LI et al.: SEIZURE ONSET DETECTION USING EMD AND CSP 459

analysis by Koles et al. [21]. It is a mathematical procedure
that finds a spatial filter to project EEG segments onto a space
so that its variance from one class is maximized while that
from another class is minimized [22]. As a feature extraction
algorithm, CSP is widely used including but not limited to
electromyography (EMG) signal separation [23], [24], motor
imagery [25], [26] and importance evaluation of independent
components. However, CSP is relatively less explored in
seizure onset detection [27]. Alotaiby et al. [28] fed CSP-based
features into a linear discriminant analysis (LDA) classifier and
adopted a leave-one-out cross-validation strategy to predict the
onset of epilepsy in terms of each patient. There are obvious
advantages for CSP in processing multi-channel EEGs, such
as CSP can reduce data dimension automatically and extract
spatial features of EEGs with lower computational burden.

Empirical mode decomposition (EMD) was first proposed
by Huang et al. [29] in 1998. The EMD algorithm decom-
poses the signal into a finite number of Intrinsic Mode
Functions (IMFs), relying on the time scale characteristics
of signals, without pre-setting any basis function [30]. A lot
of research has focused on feature extraction of EEG using
the instantaneous frequency [31], [32] acquired from EMD.
Martis et al. [31] fed the spectral energy, spectral entropy, and
spectral peak from each IMF into a decision tree classifier for
distinguishing seizures in EEG signals. Li et al. [32] captured
the coefficient of variation and fluctuation index after EMD,
as inputs into the SVM classifier.

This paper presents a novel seizure onset detection method
based on EMD and CSP algorithm. The motivation behind
the combination of CSP and EMD is to enhance the signal-
to-noise ratio (SNR) of EEG signals by EMD and make up
the defects of CSP such as the noise sensibility. The system
described here consists of 4 steps. In the first step, we break
down the multi-channel EEG into 2-s epochs and apply
discrete wavelet transform (DWT) and EMD to each segment.
After eliminating various artifacts, the second step devotes to
the extraction of variance feature using CSP, which also be
utilized to analyze which channels are involved in seizure
onset. After classification in the third step, post-processing
is employed to reduce the false detection rate. In this study,
the results reveal two main advantages of our framework: low
computational cost with only one feature, and the ability to
help identify which brain regions are related to seizure onsets.

The remainder of this paper is organized as follows.
Section 2 gives a brief description of the used scalp EEG
databases. Section 3 is devoted to describe the proposed
seizure onset detection method and Section 4 presents the eval-
uation results. Section 5 discusses the importance of EMD and
CSP, and the performance of our proposed system compared
with other methods. Finally, the conclusion is summarized in
Section 6.

II. SCALP EEG DATABASE

One of the databases utilized in this study is the CHB-MIT
scalp EEG database [33], in which EEG recordings were
collected from 23 pediatric subjects with intractable seizures
at the Children’s Hospital Boston. The sampling rate of all

EEG recordings is 256 samples per second with a resolution
of 16 bit [34]. The International 10-20 system of EEG elec-
trode positions and nomenclature were used for these record-
ings [34]. There exist approximately 983 h of EEG recordings,
including 198 identified seizures in this database. The starting
and ending time of all seizures have been manually anno-
tated by clinical experts after visual inspection. About 977 h
of scalp EEG recordings containing 185 seizure events are
adopted in this study. 31.6h of recordings, including 54 seizure
events, are served as training set, while 945.3 h of EEG data
with 131 seizures are deployed for testing the performance
of our system. Generally, the SVM model with more training
data could achieve a better generalization ability. To increase
the amount of training data and reduce the possibility of
overfitting, the length of non-seizure training data is selected
as 4 times that of seizure signals and these seizure data are
up-sampled 4 times using a sliding window with 0.5-s overlap.
The information about seizure type, seizure onset zone, and
other experimental details are summarized in Table I.

The other database used in this study was prepared by the
Second Hospital of Shandong University (SH-SDU), Jinan,
China. The SH-SDU database contains 198 h of scalp EEG
recordings from 10 epilepsy patients with a sampling rate
of 256 Hz. There are 191 seizures in this database and at
least 3 seizures for each patient. For each seizure event, the
duration, start time, and end time have been labeled explicitly
according to expert judgments. Table II describes more details
about each patient and the number of seizure events for
training.

III. METHOD

The patient-specific seizure onset detection system proposed
in this study consists of four stages, including pre-processing,
CSP, classification with a SVM group, and post-processing.
In the pre-processing stage, the scalp EEG segments are fil-
tered and decomposed respectively by wavelet transformation
and EMD, which could remove various artifacts from EEG
signals automatically. The post-processing includes threshold
decision, multi-SVM fusion, moving average filtering (MAF),
and collar technique. Figure 1 describes the outline of the
proposed system.

A. Wavelet Transform

In this work, EEG signals are firstly segmented into 2-s
epochs (512 points) using a sliding window with no overlap
in order to analyse EEG’s non-stationary and transient char-
acteristics better. Each epoch of EEG can be expressed as d ∈
RM×512, where M is the number of channels. Then the EEG in
each channel is decomposed with the six-level discrete wavelet
transform (DWT) utilizing a db4 wavelet [4], [35]. Since the
sample rate of EEG data is 256 Hz, coefficients D1, D2, D3,
D4, D5, D6 and A6 represent the components of original EEG
within frequency band of 64-128 HZ, 32-64 HZ, 16-32 HZ,
8-16 HZ, 4-8 HZ, 2-4 HZ and 0-2 HZ, respectively. In general,
the EEG of most seizures has frequencies between 2 and
29 Hz [36], [37]. Therefore, we only select four coefficients
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TABLE I
DETAILS OF THE CHB-MIT DATABASE USED IN THIS STUDY

TABLE II
DETAILS OF THE SH-SDU DATABASE USED IN THIS STUDY

Fig. 1. The system diagram of the proposed method. The main steps contain pre-processing, CSP, SVM group and post-processing.
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D3, D4, D5 and D6 to reconstruct signals S3, S4, S5 and S6.
After that, the filtered signal S = S3 +S4 +S5+S6 is obtained.

B. Empirical Mode Decomposition

Empirical Mode Decomposition (EMD) is an entirely data-
driven algorithm that decomposes a nonstationary signal
into multiple components termed Intrinsic Mode Functions
(IMFs) [38]-[40]. For each IMF, two basic criteria should be
satisfied: (1) in the entire time domain, the number difference
between extreme points and zero crossings is zero or one [30];
(2) at every point, the mean value of the envelopes defined by
the local maximum and local minimum amplitude is zero [30].
The algorithm can be performed as follows:

Given an input signal s (t) , r (t) = s (t) , n = 1.
Step 1: Identify the local maxima and local minima of s (t).
Step 2: Connect the local minima and maxima using cubic

spline functions, respectively, to determine a lower envelope
elower (t) and an upper envelope eupper (t).

Step 3: The mean value m (t) is calculated from the average
of two envelopes:

m (t) = eupper (t) + elower (t)

2
(1)

Step 4: Get the resulting function f (t) by subtracting the
mean m (t) from the input signal s (t):

f (t) = s (t) − m (t) (2)

Step 5: If f (t) satisfies the criteria described above, an IMF
component and the residual component r (t) can be described
as:

I M Fn = f (t) (3)

r(t) = r(t) − f (t) (4)

n = n + 1 (5)

and then go to step 6. If not, s(t) = f (t) and go back to step
1.

Step 6: The decomposition is stopped when the residual
component r (t) obtained from (5) is a monotonic function,
otherwise, s(t) = r (t) and go back to step 1.

According to the algorithm described above, a segment of
EEG signal is separated into N IMFs and a residual component
r(t):

s(t) =
N∑

n=1

fn(t) + r(t) (6)

An epoch of scalp EEG from Patient 22 and its five IMFs
are shown in Figure 2. The data between 0 and 5 seconds
belong to inter-ictal EEG signals, and the data of 5-10 seconds
are epileptic seizure signals. As can be seen in Figure 2, the
difference between ictal and inter-ictal scalp EEG is mainly
related to IMF2. Therefore, we extract IMF2 of each segment
of EEG to represent the overall signal. For a 2-s EEG epoch,
the output of EMD processing is a M × 512 matrix. After
that, we further divide the matrix into 4 segments of 0.5s (128
points) without overlap, and feed each M × 128 matrix into
the following CSP algorithm.

Fig. 2. An epoch of scalp EEG from Patient 22 in the CHB-MIT database
and its five IMFs.

C. Common Spatial Pattern

CSP is a statistical method that constructs a projection
matrix W to project multi-channel EEG segments into a
low-dimensional space, so that the variance of one class is
maximized and the other is minimized [28], [41]. The matrix
W can be calculated as follows.

Step 1: The normalized spatial covariance C of the EEG
segment D ∈ RM×L can be defined as:

C = DDT

trace
(
DDT

) (7)

where M is the number of EEG channels, L is the number of
samples, and T represents the transpose operation.

Step 2: Get two discriminated spatial covariance C1 (inter-
ictal state) and C2 (ictal state) by averaging over the spatial
covariance of each class (i = 1, 2), and compose a covariance
matrix Cc by

Cc = C1 + C2 (8)

Step 3: Calculate the diagonal matrix � of eigenvalues and
the corresponding eigenvector matrix Fc by decomposing the
covariance matrix Cc:

Cc = Fc�FT
c (9)

Step 4: Obtain a matrix P utilizing whitening
transformation:

P =
√

�−1 FT
c (10)

and then two matrices S1 and S2 can be given as:
S1 = PC1 PT = U�1UT (11)

S2 = PC2 PT = U�2UT (12)

where S1 and S2 share the same eigenvectors. �1 + �2 = I ,
where I is the identity matrix. The eigenvalues are then sorted
in descending order. Thus the CSP projection matrix W0 is
formulated as:

W0 = UT P ∈ RM×M (13)
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In this study, the first m and the last m rows of matrix W0 are
extracted to construct a new spatial filter W (W ∈ R2m×M , 1 ≤
m ≤ M/2, m ∈ Z) which aims to enhance features and reduce
dimensionality of original data. The filtered data D f by CSP
is calculated for the segment D ∈ RM×L :

D f = W D ∈ R2m×L (14)

Finally, the variance of each row in matrix D f is calculated
to obtain a 2m × 1 matrix V ar , which is used as the only
feature of the EEG segment D ∈ RM×L . In our work, 10
spatial filters are trained for each patient. The inputs of each
CSP include ictal data DIctal ∈ RM×L×K (K is the number
of segments), inter-ictal data DInteri ∈ RM×L×K (i ∈ [1, 10])
and m(m = 4). We will use the 10 trained spatial filters to
extract variance of testing data and feed them into 10 SVMs
for classification, respectively.

D. Support Vector Machine Group

SVM is a popular machine learning algorithm which can
designs a hyperplane (decision boundary) in feature space to
realize a binary classification [42], [43]. The simplest case is a
linear SVM for linearly separable data [43]. The linear kernel
function is defined as:

K
(
xi , x j

) = xT
i x j (15)

In the case of non-linear classification, the main idea of
SVM is applying other kernel functions to map original signals
into a new higher dimensional feature space where a hyper-
plane separating different classes may exist [43]. Commonly
there are two kinds of kernel functions widely used. The first
type is the radial basis function (RBF), which can be expressed
as:

K
(
xi , x j

) = exp

(
−

∥∥xi − x j
∥∥2

2σ 2

)
(16)

where σ (σ > 0) is the bandwidth of Gaussian kernel. The
other is the polynomial kernel function with the equation
below:

K
(
xi , x j

) =
(

xT
i x j

)d
(17)

where d (d ≥ 1) is the number of polynomials. Note that if
d is equal to 1, the polynomial kernel function is actually a
linear kernel function. The d used in our study is 3 and the
function is defined as a cubic kernel function.

In this study, SVM is chosen as the classifier to solve the
problems that original EEG features are linearly inseparable
and small samples of training data. Furthermore, a SVM
group consisting of 10 SVMs is constructed based on the
idea of ensemble learning. For each patient, we employed
the same seizure data and different non-seizure data to train
different SVM in the SVM group. Moreover, we use 5-fold
cross-validation in training set to select the kernel expression
with optimal sensitivity and accuracy among linear, gauss and
polynomial functions, and utilize the selected function as the
kernel function of SVMs for testing. The output of a single
SVM is the score DL1i (i ∈ [1, 10]) corresponding to 0.5-s

Fig. 3. The post-processing procedure of 3000-s scalp EEG data.
(a) The integrated score from the SVM group. (b) The score after
smoothing. (c) The binary value after threshold decision. (d) The detected
result after ‘collar’ operation.

epochs (128 points) of EEG recordings. We define the score
DL2i (i ∈ [1, 10]), which corresponds to 2-s epochs, as the
sum of four points in DL1i (i ∈ [1, 10]). The 2-s epoch with
the higher score has a greater chance to belong to a seizure.

E. Post-Processing

Threshold decision, multi-SVM fusion, moving average fil-
ter, and collar operation are employed to the output score of the
above SVM group for improving detection results. Figure 3
illustrates the post-processing procedure of 3000-s scalp EEG.
The score DL2i (i ∈ [1, 10]) is firstly compared with a thresh-
old T1 to acquire 10 binary decisions DL3i (i ∈ [1, 10]) where
0 represents non-seizure segment and 1 for seizure segment.
We define the integrated score (Figure 3a), ranging from 0 to
10, as the sum of 10 binary decisions DL3i (i ∈ [1, 10]).
And then the moving average filter (MAF) is applied to this
integrated score to reduce false detection rate and limit the
impact of artifacts (Figure 3b). The MAF filter is described
as:

Z (i) = 1

2M + 1

M∑
k=−M

x (i + k) (18)

where x is the integrated score, Z is the filtered score, 2M +1
denotes the length of smoothing which is specific for each
patient. The label DL4 (Figure 3c) is obtained by comparing
the filtered score with a threshold T2 in the interval [0 10].
Owing to the fact that the MAF may cut off the onset and
ending of seizure events, a collar operation is applied to
compensate for the missing parts of a seizure [44], that is, each
seizure decision in the label DL4 is extended Tcollar points at
either side (Figure 3d) to compensate for the points discarded
by MAF. For each patient, the training dataset is employed
to obtain the value of T1, T2, M , and Tcollar , and then these
parameters are adapted to achieve an optimal accuracy.

F. Identification of Seizure Onset Channels

The CSP serves as a feature extractor in above seizure detec-
tion process, which can reduce the computational complexity
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and enhance characteristics of variance. Meanwhile, CSP is
also helpful to analyze which EEG channels are related to
seizure onsets. For each patient, the first 4-s EEG from each
seizure event are extracted, and 4-s data are segmented into
2-s epochs using a sliding window with 0.5-s overlap, which
obtains Focusictal ∈ R23∗512∗5. Furthermore, for each seizure
event, we randomly select 50-s inter-ictal data in the first
1-h EEG recordings, and they are segmented into 2-s epochs
with no overlap, which obtains FocusInter ∈ R23∗512∗25. Each
obtained 2-s epoch is filtered with WT and EMD, respectively.
Then we feed the filtered EEG into the CSP algorithm to
train 5 spatial filters SFp (p ∈ [1, 5]). The weight matrix Wp

is acquired by taking absolute values for each element in the
transposed matrix of each SFp :

Wp =
∣∣∣SFT

p

∣∣∣ (19)

where each Wp is a 23 × 2m, (m = 4) positive real matrix.
Afterwards, we obtain the mean weight matrix Wmean from
averaging 5 Wp , and sum all elements of each row in Wmean

to get Sw:

Wmean = 1

5

5∑
p=1

Wp (20)

Swi1 =
2m∑
j=1

Wmeani j (21)

where the nth value in Sw indicates contributions of the data
from nth channel to characterize epilepsy. The channel with
the larger value could characterize the differences between
seizure and non-seizure data better. We arrange values of Sw

in descending order, and select 3 channels corresponding to the
first 3 maximum values as EEG channels involved in seizure
onsets.

IV. RESULTS

All experiments were carried out in MATLAB software
with version of 9.5.0 (R2018b), running in a workstation with
an Intel E5-2667v4 CPU and 64GB memory. Two criteria,
the segment-based criterion and the event-based criterion,
were employed to evaluate the performance of the proposed
detection method.

At the segment-based level, the system performance is
assessed in terms of three parameters including sensitivity,
specificity and accuracy:

Sensitivity = T P

T P + F N
× 100% (22)

Specificity = T N

T N + F P
× 100% (23)

Accuracy = T P + T N

T P + F N + T N + F P
× 100% (24)

where TP, TN, FP and FN represent true positive, true negative,
false positive and false negative, respectively.

Event-based criterion is an effective tool to measure the
system feasibility in clinical applications as well. The criterion
contains sensitivity and false detection rate (FDR). If the

TABLE III
CHB-MIT DETECTION RESULTS OF THE PROPOSED METHOD AT THE

SEGMENT-BASED LEVEL

seizure segment detected by our proposed method is also
marked by the epilepsy expert, it is viewed as a true detected
seizure event, and if not, it is confirmed as a false judgment.
For each patient, sensitivity is the ratio of the number of true
detected seizure events to that labeled by experts, and FDR is
the mean number of times in an hour that the inter-ictal data
is wrongly detected as the seizure event.

A. Results From the CHB-MIT Database

The detection results at the segment-based level are
described in Table III. In average for all patients, the system
achieved a mean sensitivity of 97.34% and a mean specificity
of 97.50%. A total of 13 subjects have the sensitivity of 100%
on the basis of ensuring specificity higher than 98%. Further-
more, excepting for 5 subjects (Patient 4, 7, 8, 12 and 13),
all subjects have specificity and recognition accuracy of more
than 97%. The best result, the sensitivity of 100% with the
specificity of 99.82%, is acquired from patient 22. However,
there also exists an unsatisfactory result that patient 13 has
the lowest sensitivity which is only 82.74%. According to his
EEG recordings, we find that the brain electrode connection
was changed 5 times, which may introduce noise into signals
and affect the detection results.

In terms of the event-based performance evaluation, there
were 131 seizures employed to assess the proposed seizure
detection system and a total of 129 seizures were detected
successfully. All of the subjects, excepting for Patient 12,
have no undetected seizure events. The average sensitivity
and average FDR of our system are 98.47% and 0.63/h,
respectively. It is worth mentioning that the false detection
rates of 11 subjects are less than 0.2/h, despite the impact of
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TABLE IV
CHB-MIT DETECTION RESULTS OF THE PROPOSED METHOD AT THE

EVENT-BASED LEVEL

much noise in scalp EEGs. The performance of the proposed
method based on the event-based criterion is provided in
Table IV.

B. Results From the SH-SDU Database

Similar to CHB-MIT database, recordings from the SH-
SDU database are 18-channel scalp EEG data. However,
there might be more artefacts in EEGs according to the
clinical manifestations of patients described by local doctors.
Table V shows the detection results of all 10 patients at the
segment-based performance evaluation. The mean sensitivity,
mean specificity and mean recognition are 93.67%, 96.06%
and 95.99%, respectively. The highest sensitivity of 100%
with the specificity of 99.97% is obtained from Patient 9. All
patients have the specificity of more than 91%, and there exist
only 2 patients having the sensitivity below 90%.

For the event-based evaluation, the seizure detection method
described here yielded a mean sensitivity of 99.39% and a
mean FDR of 0.64/h. We used 163 seizures totally in this
work, and 162 seizure events were detected correctly by the
proposed system. More detailed results for SH-SDU database
with the event-based criterion are listed in Table VI.

C. The Predicted Channels Involved in Seizure Onsets

The EEG electrodes in CHB-MIT database are bipolar chan-
nels which represent the difference between EEG recordings
of two brain positions. We hope that, with the help of CSP
spatial filters, relevant scalp electrodes related to the seizure
onset could be found, and corresponding brain regions could
be determined using bipolar channels.

Figure 4 presents a detection result for the focal channels of
Patient 1 in CHB-MIT database, which are marked using red

TABLE V
SH-SDU DETECTION RESULTS OF THE PROPOSED METHOD AT THE

SEGMENT-BASED LEVEL

TABLE VI
SH-SDU DETECTION RESULTS OF THE PROPOSED METHOD

AT THE EVENT-BASED LEVEL

circles. All marked channels in Fig.4 are related to both sides
of the temporal lobe, so we believe that the seizure onset area
of Patient 1 is closest to temporal regions. We predicted the
most probable brain region(s) related to seizure onset for each
patient in CHB-MIT database. Table VII shows the predicted
EEG channels involved in seizure onsets and the comparison
between predicted and reference areas. We found that, for most
patients of CHB-MIT database, the channel with the larger
CSP weight has more obvious epileptic characteristics at the
beginning of a seizure. As shown in Table VII, except for
Patient 2, 16, 17 and 19, the predicted regions of 19 out of
23 patients are close to reference. These results show that,
without other auxiliary instruments, CSP is helpful to analyse
which EEG channels are involved in the seizure onset.

V. DISCUSSION

A novel seizure onset detection algorithm based on EMD
and CSP is provided in this paper. To observe which frequency
components obtained by EMD can distinguish ictal data from
inter-ictal data best, IMF1, IMF2, IMF3, and the sum of
IMF1 and IMF2 are used to represent signals respectively
for epilepsy detection. We randomly selected 20 patients
(CHB-MIT: 14 patients, SH-SDU: 6 patients) for assessment,
and the detection results including the sensitivity and speci-
ficity are shown in Figure 5. As can be seen, the sensitivity
and specificity with IMF2 are best. Therefore, the IMF2 of
EEG segments are selected for feature extraction.
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Fig. 4. The channels involved in seizure onset are predicted by our
method. The red circles represent the seizure onset electrodes, and red
lines are their bipolar connections.

TABLE VII
THE PREDICTED EEG CHANNELS INVOLVED IN SEIZURE ONSET AND

THE COMPARISON BETWEEN PREDICTED AND REFERENCE AREAS

In order to study the importance of EMD, we present
a comparison between classification performance with and
without EMD. The system without EMD was validated on the
CHB-MIT database, where it achieved an average sensitivity
of 88.44% with an average specificity of 95.45%. Since the
difference in specificity between two methods was small, the
segment-based sensitivity from each patient is compared in
Figure 6. In the absence of EMD, only 8 patients have the
same sensitivity as before, and it is worth mentioning that
the sensitivity of 11 patients are significantly lower than the
results with EMD. In addition, we also calculated the time
consumed in using EMD to decompose 4-s EEG data. It took
about 0.0167 seconds to decompose a 4-s, 23-channel EEG
with EMD, and only about 35.098 seconds to detect 1-h,
23-channel EEG recordings totally, which could meet the
needs of real-time detection. Hence, it can be seen that EMD
plays a prominent role in the proposed system.

As shown in Reference area of Table VII, 19 out
of 23 seizure onset regions are related to temporal or frontal.

Fig. 5. The result comparison of four IMF components.

Fig. 6. The comparison between results with EMD and without EMD.

To evaluate the effects of CSP, we manually selected 8 elec-
trodes closer to both sides of frontal and temporal regions such
as Channel FP1-F7, F7-T7, T7-P7, T7-FT9, FP2-F8, F8-T8,
T8-P8 and FT10-T8, to detect seizures for 24 subjects. The
experimental results showed that only 5 subjects (Patient 2,
3, 9, 22 and 24) had the same sensitivity as before, and the
remaining results were much lower. Compared with the results
using CSP, the mean sensitivity without CSP was reduced
by about 8% based on similar specificity. These comparisons
revealed that the utilization of CSP could improve the overall
performance for seizure onset detection.

The CHB-MIT scalp EEG database has been employed
to evaluate the performance of many other seizure detection
approaches. Zabihi et al. [45] proposed a system combining
nonlinear dynamics with Linear Discriminant Analysis (LDA)
and Artificial Neural Network (ANN), which introduced the
nullcines concept to extract discriminative features and yielded
a mean sensitivity of 91.15% with mean specificity of 95.16%.
Yuan et al. [46] presented a detector, which was assessed
on 958.2 h of EEG data from 24 patients, using the earth
mover’s distance and BLDA classifier. An average specificity
of 95.75% and sensitivity of 95.65% were achieved. In the
work of Tsiouris et al. [47], an unsupervised system for
seizure detection was developed. Their method was tested
on 980 h of EEG recordings from 24 epileptic patients in
the same database, which obtained a specificity of 95%, a
sensitivity of 89%, and a false positive rate of 8.1/h. Compared
with these approaches, our proposed method achieved the
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TABLE VIII
COMPARISON OF THE PERFORMANCE FOR DIFFERENT METHODS ON CHB-MIT DATASET

higher sensitivity and specificity. Selvakumari et al. [48]
presented a patient-specific seizure onset detection system
utilizing Hybrid Classifier with optimized electrodes. In their
study, 23 channels were divided into 4 different kinds of
combinations according to the location of electrodes and the
particular function of the brain. The best sensitivity of 97.5%
and specificity of 94.5% were obtained with the electrodes
responsible for vision and hearing. In comparison to their
system, the specificity of our system is obviously improved,
although the sensitivity is slightly lower. Additionally, the
provided methodology in this paper is more concise and does
not need to manually set the combination of channels. Bhat-
tacharyya and Pachori [49] proposed a multivariate approach
based on empirical wavelet transform. For each patient, they
applied mutual information with the least standard deviation
to select the best 5 channels to represent overall data. This
approach obtained the mean sensitivity of 97.91% and the
mean specificity of 99.57% using 178 h of EEGs. Despite the
wonderful performance, they did not make a comprehensive
study of the database. Moreover, our presented system can
reduce the dimensions of EEGs automatically, the computa-
tional burden of which is less than that of mutual information.
Table VIII shows a comparison between the results of our
method and other methods for seizure detection in recent
years.

VI. CONCLUSION

In this paper, we proposed a novel patient-specific seizure
onset detection system based on EMD and CSP. The EMD
is used on the filtered EEG to further improve the SNR, and
CSP compresses the dimensionality of signals for reducing the
computational burden and extracts the variance as a unique
feature. The system was evaluated on scalp EEG recordings
from 34 subjects of two databases. The experimental results
indicated that our proposed algorithm achieved a sensitivity of
97.34% with a specificity of 97.50% in CHB-MIT database
and a sensitivity of 93.67% with a specificity of 96.06%
in SH-SDU database. Moreover, the CSP spatial filter was
served as a multi-channel weight matrix and utilized to identify
EEG channels involved in seizure onsets automatically. For 23
subjects, the seizure onset areas of 19 patients were correctly
predicted. To sum up, these satisfactory results may provide a
reference for epilepsy diagnosis in clinical applications.
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